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Abstract—Subspace segmentation is the problem of segmenting (or grouping) a set of \( n \) data points into a number of clusters, with each cluster being a (linear) subspace. The recently established algorithms such as Sparse Subspace Clustering (SSC), Low-Rank Representation (LRR) and Low-Rank Subspace Segmentation (LRSS) are effective in terms of segmentation accuracy, but computationally inefficient as it possesses a complexity of \( O(n^3) \), which is too high to afford for the case where \( n \) is very large. In this paper we devise a fast subspace segmentation algorithm with complexity of \( O(n \log(n)) \). This is achieved by firstly using partial Singular Value Decomposition (SVD) to approximate the solution of LRSS, secondly utilizing Locality Sensitive Hashing (LSH) to build a sparse affinity graph that encodes the subspace memberships, and finally adopting a fast Normalized Cut (NCut) algorithm to produce the final segmentation results. Besides of high efficiency, our algorithm also has comparable effectiveness as the original LRSS method.

1 Introduction

Clustering is a basic step in data analysis and engineering. To segment (or cluster) a given set of data points, a common approach is the K-Means algorithm that aims at minimizing the sum of squared errors between data points and their nearest centers. K-Means could work well when each cluster possesses a “ball-like” structure. However, in many domains such as visual data, the data points of a cluster usually form a (linear) subspace that is an infinite set \([2], [3], [4], [5], [6]\). In this case, the algorithms (e.g., K-Means) based on (Euclidean) distances will fail, because: for two data points belonging to the same cluster, their distance can be arbitrarily large; for two data points that belong to different clusters, their distance can be arbitrarily small (see Figure 1). So, it is critical to investigate the challenging problem of subspace segmentation \([1]\), whose goal is to segment data points into their respective clusters, with each cluster being a subspace. As a special clustering problem, subspace segmentation has its own specifics and requires professional tools to solve.

Subspace segmentation has been being an active direction in several areas such as machine learning, data mining, computer vision, image processing and system identification \([2], [4], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19]\). Most existing methods perform subspace segmentation by two steps: firstly learning an affinity matrix (i.e., an undirected graph) from the given data, and then obtaining the segmentation results by using spectral clustering algorithms such as the Normalized Cuts (NCut) \([21]\). The main difference among various methods is the approach for learning the affinity matrix that encodes the subspace memberships among data points. To ensure the success of subspace segmentation, ones need to obtain an affinity matrix \( S \) that satisfies the following two properties.

1. Block-Diagonal: If the \( i \)-th and \( j \)-th data points are from different subspaces, then \( (S)_{i,j} = 0 \), where \( (S)_{i,j} \) measures the similarity between the \( i \)-th and \( j \)-th data points\(^1\).

2. Strongly-Connected: The data points belonging to the same subspace form a strongly connected graph. That is to say, if the \( i \)-th and \( j \)-th data points are from the same subspace, then there exist a series of data points with indices \( \{i_1, i_2, \ldots, i_p\} \) such that \( (S)_{i_1,i_1} > 0 \), \( (S)_{i_1,i_2} > 0, \ldots, (S)_{i_p,i_p} > 0 \).

Under the assumption that the data is noiseless and the subspaces are independent, Elhamifar and Vidal \([7]\) show that the solution produced by Sparse Representation (SR) \([22]\) satisfies the block-diagonal property. However, SR may not achieve the strongly-connected property, as analyzed in \([23]\). The recently established Low-Rank Representation (LRR) \([16], [24]\) method and its variations (e.g., \([5], [25]\)) guarantee to

1. This properties is called as “block-diagonal” because the affinity matrix \( S \) will be block-diagonal if the indices of the data points have been arranged to satisfy the true subspace memberships.
produce block-diagonal affinity matrices under the independent assumption. What is more, the affinity matrix produced by low-rankness based methods should also satisfy the strongly-connected property, although there is no proof in theory. Nevertheless, existing methods based on low-rankness modeling essentially need \( O(n^3) \) computational complexity to segment a set of \( n \) data points, and thus it is not very competitive for dealing with large datasets.

In this paper, we present an efficient subspace segmentation algorithm based on Low-Rank Subspace Segmentation (LRSS) [25], which is designed for dealing with the data contaminated by Gaussian noise. According to the results in [25], LRSS has a closed form solution, which implies that the solution of LRSS can be approximated by using partial Singular Value Decomposition (SVD) [26] techniques. To process \( n \) data points of \( d \)-dimensional, the complexity of partial SVD is \( O(nd) \). So, the desired affinity matrix can be obtained in an efficient way. However, the spectral clustering step is still time consuming, as the affinity matrix is often dense. To resolve this issue, we use a Locality Sensitive Hashing (LSH) mechanism [27] to build a \( k \)-sparse affinity matrix based on the dense affinity matrix produced by LRSS. This step spends \( O(kn \log(n)) \) time, where \( k \) is the number of non-zero entries in each row of the affinity matrix. Given a \( k \)-sparse affinity matrix, the NCut procedure has a complexity of \( O(nk) \). Hence, the overall complexity of our algorithm is \( O(n \log(n)) \) with regard to the data points number \( n \). Besides the high efficiency, the effectiveness of our algorithm is comparable to the original LRSS method, as demonstrated by our experiments.

2 OUR ALGORITHM

In this section, we introduce our algorithm that consists of three procedures, including a partial SVD procedure to find the solution of LRSS, an LSH procedure for obtaining a \( k \)-sparse affinity matrix (i.e., building an undirected graph with sparse edges), and an NCut procedure for producing the final results.

2.1 Solving LRSS by Partial SVD

We consider the following convex optimization problem, termed LRSS, which is designed for the data contaminated by dense Gaussian noise:

\[
\min_{Z,E} \|Z\|_* + \frac{\lambda}{2} \|E\|_F^2, \quad \text{s.t.} \quad X = XZ + E, \tag{1}
\]

where \( \| \cdot \|_* \) denotes the nuclear norm [28] of a matrix, \( \| \cdot \|_F \) is the Frobenius norm, and \( \lambda > 0 \) is a parameter. Let the SVD of \( X \) as \( U \Sigma V^T \), then the optimal solution \( Z^* \) (with regard to the variable \( Z \)) to above problem has the following closed form [25]:

\[
Z^* = V \mathcal{S}_\lambda(\Sigma) V^T,
\]

where \( \mathcal{S}_\lambda(\cdot) \) is a shrinkage operator defined by

\[
\mathcal{S}_\lambda(t) = \begin{cases} 
1 - \frac{1}{\lambda t}, & \text{if } t \geq \frac{1}{\lambda}, \\
0, & \text{otherwise}.
\end{cases}
\]

Fig. 2: Illustrating that the strongly-connected property can be satisfied by \( k \)-sparse affinity matrices. We generate a dataset containing 10000 data points (“dataset 1” of Section 3.1). There are 5 subspaces in total, and thus the number of connected components of the graph should be 5 in idea case. While \( k \geq 6 \), it is calculated that the number of connected components of the \( k \)-sparse graph is exactly 5.

The above discussions illustrate that the LRSS problem (1) can be efficiently solved by calculating a partial SVD [26] of \( X \). Namely, suppose the rank-\( r \) SVD of \( X \) is \( U_r \Sigma_r V_r^T \), then we may calculate the optimal solution of (1) by

\[
\tilde{Z}^* = V_r \mathcal{S}_\lambda(\Sigma_r) V_r^T. \tag{2}
\]

When \( \lambda \leq 1/\sigma_{r+1}^2 \) (\( \sigma_{r+1} \) denotes the \((r+1)\)-th singular value of \( X \)), it is easy to see that the solution calculated by (2) is exactly the optimal solution to (1).

Note that the two parameters \( r \) and \( \lambda \) are not independent to each other. Instead, they are both determined by the intrinsic dimension of the underlying subspaces. So we treat \( r \) as a tunable parameter and automatically compute the parameter \( \lambda \) by

\[
\lambda = \frac{1}{\sigma_{r+1}^2}. \tag{3}
\]

The parameter \( r \) is the rank of the union of the underlying subspaces, and thus it should be chosen according to some prior knowledge about the data.

Suppose \( X \) contains \( n \) data points of \( d \)-dimensional, the complexity of computing its partial SVD is \( O(drn) \). Provided that \( d \ll n \) (note that \( r \leq d \)), this step can be made scalable to the case where \( n \) is very large.

2.2 Building a Sparse Affinity Matrix by LSH

Given the coefficient matrix \( \tilde{Z}^* \) computed by (2), subspace segmentation can be done by firstly using \( Z^* \) to construct an undirected graph (the weight of the edge between the \( i \)-th and \( j \)-th nodes is \( \| (\tilde{Z}^*)_{i,j} \| \)), and then using NCut to segment the graph into a given number of \( m \) clusters. Nevertheless, such an approach is inefficient, because the coefficient matrix \( \tilde{Z}^* \) is often dense and NCut will have a complexity of \( O(n^2m) \).
Algorithm 1 Building a $k$-Sparse Affinity Matrix

1: **input:** $\{y_i\}_{i=1}^n$
2: **parameters:** $l, b, \epsilon, k,$
3: construct $l$ number of $b$-bit hash tables.
4: for $i = 1 \rightarrow n$
5: compute the hash codes of $y_i$ and $-y_i$.
6: store $y_i$ and $-y_i$ in each hash table according to their hash codes.
7: end for
8: for $i = 1 \rightarrow n$
9: obtain a candidate set $C_1$ by using the algorithm in [27] to find $(1 + \epsilon)k$ nearest neighbors of $y_i$.
10: obtain a candidate set $C_2$ by using the algorithm in [27] to find $(1 + \epsilon)k$ nearest neighbors of $-y_i$.
11: merge together $C_1$ and $C_2$, denoted as $C = C_1 \cup C_2$.
12: obtain $k$ neighbors of the $i$-th data point by performing a linear search within $C$.
13: compute the similarities between the $i$-th data point and its neighbors by using the absolute inner product measure.
14: end for
15: **output:** a $k$-sparse affinity matrix.

Moreover, the complexity of computing $\tilde{Z}^*$ by (2) is also $O(n^2r)$.

Based on the fact that the graph built by $|\tilde{Z}^*|$ actually has many redundant edges – the segmentation results are dominated by the large values of $\tilde{Z}^*$, and thus it is unnecessary to involve all values of $\tilde{Z}^*$. Hence, we aim at building a $k$-sparse affinity matrix, each row of which has at most $k$ nonzero entries, i.e., each node of the corresponding graph has at most $k$ edges. A potential drawback of using a sparse affinity matrix is that the strongly-connected property might be destroyed. Usually, the graph connectivity can be usually preserved while the parameter $k$ is slightly greater than the intrinsic dimension of the subspaces, as exemplified in Figure 2. For real datasets with complexity structures, one probably need to use relatively larger $k$. We shall investigate the influences of this parameter in the experiments.

To obtain a $k$-sparse affinity matrix from the given coefficient matrix $\tilde{Z}^*$, a straightforward approach is to select the $k$ largest values from each row of $|\tilde{Z}^*|$. However, such an approach cannot be efficient when the number $n$ is large. Actually, in order to obtain a $k$-sparse affinity matrix, it is unnecessary to compute the coefficient matrix $\tilde{Z}^*$, which essentially needs $O(n^2r)$ complexity. This is because the value $(\tilde{Z}^*)_{i,j}$ (i.e., the $(i,j)$-th element of $\tilde{Z}^*$) is actually the inner product (denoted as $\langle \cdot \rangle$) between two vectors. More precisely, if we re-define each data point $x_i$ as

$$y_i = (V_r(\Sigma(\Sigma))^{-\frac{1}{2}})_{i,:},$$

where $\langle \cdot \rangle_i$ denotes the $i$-th row of a matrix, then it is easy to see that $(\tilde{Z}^*)_{i,j} = \langle y_i, y_j \rangle$. In this way, the problem of building a $k$-sparse graph is equal to a “special” nearest neighbor search problem: given a set of $r$-dimensional data vectors $\{y_i\}_{i=1}^n$, the goal is to find the $k$ nearest neighbors for each $y_i$. Unlike the common nearest neighbor search problems, in our problem the similarity for the pair $(y_i, y_j)$ is defined according to the absolute value of $\langle y_i, y_j \rangle$, not $\langle y_i, y_j \rangle$ itself. To deal with this special condition, we assign two vectors, $y_i$ and $-y_i$, for each data point $x_i$. In this way, we could use the existing similarity search techniques to build a $k$-sparse affinity matrix in an efficient way. In this paper we choose the LSH algorithm presented in [27].

Algorithm 1 presents the whole procedure of building the sparse affinity matrix. The parameters $l$ (number of hash tables) and $\epsilon$ are independent of the dataset size, and thus they can be fixed according to some experiences. In this work, we set them as $l = 10$ and $\epsilon = 0.9$. The parameter $b$, which is the length of hash codes, should be larger for larger datasets. According to [27], we automatically compute $b$ by

$$b = \log_2(n).$$

(5)

It can be calculated that the complexity of constructing the hash tables is $O(nrb_l)$, and the whole algorithm has a complexity of $O(nrb_l) + O((1 + \epsilon)krn) + O((1 + \epsilon)krn)$. Since the parameters $r, l$ and $k$ are independent of the dataset size $n$, it could be regarded that the complexity of Algorithm 1 is $O(n\log(n))$.

2.3 Producing the Segmentation Results by NCut

Given a $k$-sparse affinity matrix (there are in total $nk$ edges in its corresponding graph), spectral clustering could be efficiently performed with a complexity of $O(nk)$. In this work, we choose the fast NCut algorithm presented in [29]. Algorithm 2 summarizes the whole process of our fast subspace segmentation algorithm. Combining the above analysis with the analysis in Section 2.1 and Section 2.2, it can be calculated that the overall complexity of our Algorithm 2 is $O(n\log(n))$, regarding to the dataset size $n$. When dataset size $n$ is large, our algorithm will be significantly faster than the standard LRSS algorithm based on (1).

Besides of its high efficiency, it would be expectable that our algorithm is effective for subspace segmentation. When the subspaces are independent and the data is noiseless, it has been proven in several literatures (e.g., [24], [34]) that the coefficient matrix produced by (2) is block-diagonal. Also, the LSH algorithm can guarantee to find the true nearest neighbors with high probability. These imply that it has a high probability for our Algorithm 1 to output a block-diagonal affinity matrix, and thus our Algorithm 2 can be successful for subspace segmentation with high probability as well. For the complicate case where the subspaces are probably dependent and the data is of noisy, it is hard to establish theoretical guarantees for our algorithm, which is composed of three separated procedures.
The standard LRSS algorithm based on (1), Sparse Subspace Clustering (SSC) [7], Spectral Curvature Clustering (SCC) [35] and Local Subspace Analysis (LSA) [3] are chosen as the baselines.

3.1 Experimental Data

Three different datasets are used for experiments.

1. The first one is a synthetic dataset (referred to as “dataset 1”) generated in a similar way as in [16]. Concretely, we construct 5 subspaces whose bases \(\{U_i\}_{i=1}^{5}\) are computed by \(U_{i+1} = TU_i, 1 \leq i \leq 4\), where \(T\) is a random rotation and \(U_i\) is a random orthogonal matrix of size \(100 \times 5\). So each subspace has a rank of 5. Then we sample 2000 data vectors from each subspace by \(X_i = U_iQ_i, 1 \leq i \leq 5\), where \(Q_i\) is a \(5 \times 2000\) iid \(N(0,1)\) matrix.

2. The second dataset (“dataset 2”) consists of 12480 face images obtained as follows. First, we combine Extended Yale Database B [30] and the Olivetti face database [31], resulting in 78 face classes and 780 face images in total. Second, we use these 780 images as source samples to generate new samples. For each class, the new samples are generated by linear combination of its source samples. The combination coefficients are from iid \(N(0,1)\).

3. The third dataset (“dataset 3”) is a modified version of News20 [32]. In this dataset, there are 16242 100-dimensional data points belonging to 4 different subspaces. The dataset is downloaded from “http://www.cs.nyu.edu/~ Roweis/data.html”.

Table 1 summarizes some statistics about the three datasets used in our experiments.

### TABLE 1: Some statistics of the three datasets used for experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data Dimension</th>
<th># of Subspaces</th>
<th># of Data Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>100</td>
<td>5</td>
<td>10000</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>1024</td>
<td>78</td>
<td>12480</td>
</tr>
<tr>
<td>Dataset 3</td>
<td>100</td>
<td>4</td>
<td>16242</td>
</tr>
</tbody>
</table>

Empirically, our algorithms are effective in various conditions, as will be shown in our experiments.

3.3 Results

**On Choosing the Parameters.** There are two parameters, \(r\) and \(k\), need be tuned in our algorithm. The rank \(r\) should be determined via cross validation or using some prior knowledge. The neighborhood size \(k\) plays a crucial role in the trade-off between the efficiency and effectiveness of our algorithm. While \(k\) is very small, our algorithm can be very fast, but may not produce accurate segmentation. If \(k\) is set to be large, e.g., \(k = n\), it is certain that our algorithm achieves the same segmentation accuracy as the original LRSS algorithm, but the advantages in efficiency will be lost. Figure 3 shows the influences of the parameter \(k\) on all the three datasets. On the first two datasets, in order to achieve the same accuracy as the original LRSS algorithm, the neighborhood size \(k\) can be small, saying \(k \geq 5\) for “dataset 1” and \(k \geq 10\) for “dataset 2”. These results are consistent with the doctrine that it is enough to set \(k\) as the maximum of the dimensions of the subspaces (note that the subspace dimensions may not be uniform). However, to obtain comparable performance as LRSS on the third dataset, the parameter \(k\) needs to be greater than 380, which is much larger than the dimension of the subspaces (note that the ambient dimension is 100 and so the subspace dimension is 100 at most). This is because each cluster of the third dataset actually consists of several sub-clusters\(^2\), and thus more edges are necessary for preserving the graph connectivity within the same cluster.

**Comparison Results.** Table 2 lists the results of our algorithm, SSC, LSA, SCC and LRSS. In terms of computational efficiency, our algorithm is much superior to SSC, LSA and LRSS. On the second dataset, the accuracy of SCC is only 7.1\%, which is far behind the others. The reason might be the ambient dimension of this dataset is high. Unlike the first two datasets, SSC does not work well, only achieving an accuracy of 40\%, which is much lower that the 73\% produced by LRSS. This phenomenon is consistent with the results in Figure 3, which illustrates that the third dataset requires relatively larger \(k\) for our algorithm to work well. In summary, these results illustrate that our algorithm possesses distinct superiorities over the competitors for subspace segmentation, in terms of the comprehensive evaluation of both segmentation accuracy and computation time.

---

\(^2\) There are 20 news groups in News20. The modified version we used is created by merging 20 groups into 4 large topics.
Fig. 3: Influences of the parameter $k$. Above: segmentation accuracy vs the neighborhood size $k$. Below: computational time vs the neighborhood size $k$. For the three datasets, the parameter $r$ is chosen as 25, 300, 100, respectively. Note that the numbers shown above are averaged from 20 runs.

**TABLE 2: Segmentation accuracy (%) and computation time (seconds) on the three datasets.** The parameters of our algorithm are set as $r = 25, 300, 100$ and $k = 5, 10, 400$. The parameter $\lambda$ for LRSS is set as in (3). The parameters of the other algorithms are manually tuned to best in terms of segmentation accuracy. The numbers of our algorithm are averaged from 20 runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>DataSet 1</th>
<th></th>
<th>DataSet 2</th>
<th></th>
<th>DataSet 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy(%)</td>
<td>Time(s)</td>
<td>Accuracy(%)</td>
<td>Time(s)</td>
<td>Accuracy(%)</td>
<td>Time(s)</td>
</tr>
<tr>
<td>SSC</td>
<td>100</td>
<td>25450.61</td>
<td>99.99</td>
<td>91140.21</td>
<td>39.98</td>
<td>36012.73</td>
</tr>
<tr>
<td>LSA</td>
<td>100</td>
<td>5534.36</td>
<td>81.39</td>
<td>21499.01</td>
<td>35.60</td>
<td>80908.04</td>
</tr>
<tr>
<td>SCC</td>
<td>100</td>
<td>29.15</td>
<td>7.1</td>
<td>19808.84</td>
<td>60.09</td>
<td>964.20</td>
</tr>
<tr>
<td>LRSS</td>
<td>100</td>
<td>76.05</td>
<td>100</td>
<td>2947.94</td>
<td>72.77</td>
<td>1405.90</td>
</tr>
<tr>
<td>Our</td>
<td>100</td>
<td>9.40</td>
<td>100</td>
<td>563.61</td>
<td>70.64</td>
<td>550.88</td>
</tr>
</tbody>
</table>

**Robustness to Noise.** Low-rankness based methods are known to be good at handling noisy data [24], [8]. As our algorithm is derived from LRSS, it would be natural to anticipate that it can be robust to noise. To verify this, we add to the first dataset some i.i.d Gaussian noise with zero mean and standard deviation $\sigma$ ($\sigma$ stands for the noise level). Figure 4 shows that our algorithm almost possesses the same ability as LRSS for dealing with noisy data. This is natural, because the process of noise is mainly performed by the first procedure (i.e., the partial SVD step). By setting $\lambda$ as in (3), there is actually no difference between the coefficient matrices produced by our algorithm (i.e., (2)) and LRSS (i.e., (1)).

**4 CONCLUSIONS AND FUTURE WORK**

In this work we addressed the problem of performing fast subspace segmentation in the case where the number of data points is large. By combining the techniques of LRSS, partial SVD and LSH, we devised a scalable subspace segmentation algorithm, which owns high efficiency and comparable effectiveness as LRSS.

Our basic observation is that the solution of the LRSS problem (1) has a closed form which can be approximated by partial SVD. However, such an approach is not applicable to the following LRR problem:

$$\min_{Z,E} \|Z\|_* + \lambda \|E\|_{2,1} \text{ s.t. } X = XZ + E,$$

which has more significant role than (1) in subspace segmentation. As shown in [33], it is possible to make the above problem scalable, and thus it would be feasible to devise an
efficient algorithm based on the above LRR formula. We leave this as a future work.
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