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Abstract—This paper targets fine-grained image categorization by learning a category-specific dictionary for each category and a shared dictionary for all the categories. Such category-specific dictionaries encode subtle visual differences among different categories, while the shared dictionary encodes common visual patterns among all the categories. To this end, we impose incoherence constraints among the different dictionaries in the objective of feature coding. Moreover, to make the learnt dictionary stable, we also impose the constraint that each dictionary should be self-incoherent. Our proposed dictionary learning formulation not only applies to fine-grained classification, but also improves conventional basic-level object categorization and other tasks such as event recognition. Experimental results on five datasets show that our method can outperform the state-of-the-art fine-grained image categorization frameworks as well as sparse coding based dictionary learning frameworks. All these results demonstrate the effectiveness of our method.
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I. INTRODUCTION

Image classification is a classical problem in computer vision. Many efforts [1][2][3] have been made to tackle this problem in the last couple of decades, including sparse coding based image representation [4][5] or deep learning based unsupervised image representation [6][7] followed by support vector machine (SVM) [8] based classifier, etc. These methods have demonstrated very promising performance on many challenging datasets, like Caltech 256 dataset [9], SUN dataset [10], Event dataset [11], etc. However, traditional image classification problem typically focuses on scene classification [2], such as differentiating street view versus seashore, or basic-level object categorization [9][12], such as differentiating a pigeon versus a seahorse (see Fig. 1 (a)). Compared to basic-level object categorization, fine-grained categorization (also known as subordinate-level categorization) is a more challenging task because differences between different fine-grained categories are much more subtle and minute. As fine-grained categorization is also very important in many scenarios, like bird recognition [13], flower recognition [14][15], some researchers have made some good attempts on this topic and achieved some promising results [16][13][17].

The main difference between basic-level image classification and fine-grained categorization is the level of difference between different categories. As shown in Fig. 1, for basic-level image classification, the difference between different categories, like pigeon versus seahorse, are evident, and usually most image content is different. By using the conventional sparse coding based image representation [4], which aims at preserving the image content as much as possible in feature coding, the resultant image representations of different categories would likely be very different and simple classifiers like SVM would be able to tell them apart. But for fine-grained categorization, as shown in Fig. 1 (b) and (c) for example, playing a bassoon versus holding a bassoon, or sunflower versus dandelion, the differences between different categories are very minute and subtle. In other words, the common parts dominate images of different categories. Therefore, if we apply conventional representation strategies like sparse coding [4], the learnt dictionary is likely to be dominated by these common parts, so that most dictionary atoms are used to encode common features, and only a very small fraction of atoms are used to encode the differences. As a result, representations of two images from different categories would be dominated by these common features, and the differences between them could be buried by such commons features, which results in poor classification accuracy for fine-grained image categorization. Therefore, for fine-grained image categorization, we would like to amplify the differences while to suppress the common features in the representation of different categories.

In this paper, to improve the discriminability of image representation and facilitate fine-grained image categorization, we propose to learn a category-specific dictionary for each category and a shared dictionary for all the categories. The category-specific dictionary encodes category-specific parts/features between different categories, while the shared dictionary encodes the common parts among different categories. In this way, we can separate the shared and different parts of each image,
which results in a more discriminative image representation and would boost the image categorization performance.

The main contributions of this paper can be summarized as follows: (i) We propose to learn a category-specific dictionary and a shared dictionary to separate the different and common components of each image for fine-grained image categorization. As discussed in [17] and the introduction of our paper, image representation based on conventional feature encoding which learns a dictionary for all the categories usually fails for fine-grained image categorization. In this paper, we analyze the reason for such failure, and propose a remedy for such failure, i.e., we learn the category-specific dictionary and shared dictionary for feature encoding rather than learn a dictionary for all the categories. By incorporating such dictionary learning strategy into traditional BoW based image representation (feature extraction + feature coding + feature pooling), we show that our method achieves better performance for fine-grained image categorization. (ii) We propose to impose cross-dictionary incoherent constraint and self-dictionary incoherent terms in the objective function for learning such dictionaries. The setting of fine-grained classification and the incoherence have been proposed independently and separately. This is the first work to use incoherence to improve the performance of fine-grained classification method, and we show the incoherence does improve the performance a lot for fine-grained image categorization. (iii) We perform a systematic study on the effect of different feature encoding strategies towards the classification accuracy. Moreover, it is worth noting that our framework not only improves fine-grained image categorization, but also is applicable to other conventional image classification tasks, including basic-level object categorization and event classification.

The rest of this paper is organized as follows: In Section II, we will briefly introduce the related work, including the general image classification methods and fine-grained image categorization methods. In Section III, we will introduce our dictionary learning methods for fine-grained image categorization in details, including the formulation, optimization, and how to use the learnt dictionary to encode and represent test images. We conduct extensive experiments to evaluate the proposed method in Section IV and conclude our work and propose the future work in Section V.

II. RELATED WORK

A. Work Related to General Image Classification. Image classification usually involves two processes: image representation and pattern classification [1][2][4]. Bag-of-Words (BoW) model [1] is a generally used image representation strategy because of its compact representation, and it consists of three modules: (i) Feature extraction, which extracts lots of local features from each image. (ii) Codebook generation and feature coding, which generates a codebook which contains the statistical information and uses the codebook to encode/approximate the local features; In BoW model, $k$-means is usually adopted to generate the codebook and hard assignment is used for feature coding. However, in such hard assignment based feature coding, each local feature is approximated by its nearest entry in codebook, which will cause severe information loss. (iii) Feature pooling, which aggregates the encoded coefficients of all the local features. In BoW model, average pooling is performed, which calculates the histogram of all the codewords over the whole image. Such pooling strategy loses the spatial information which is important for scene and object recognition.

Based on BoW, many other more advanced image representation methods are proposed. In [2], a Spatial Pyramid Matching (SPM) model is proposed which divides each image into increasing finer subregions and performs average pooling in different subregions. SPM model captures the image spatial information, therefore it improves the object and scene recognition. In [4], a sparse coding based feature coding based image representation which is named as Sparse Coding based Spatial Pyramid Matching (ScSPM) is proposed, which preserves the information as much as possible in feature coding process. Therefore such sparse coding based feature coding improves the accuracy of image representation. Beside sparse coding, a Locality-constrained Linear Coding (LLC) is also proposed for feature coding [18]. LLC considers the locality information among the features. Therefore it improves image classification accuracy. In addition, max pooling [4][19] is used for feature pooling, which experimental demonstrates better performance for the sparse coding based image representation. Moreover, other sparse coding based image representations [5][20][21] have also been proposed and demonstrate good performance for basic-level image classification.

B. Work Related to Dictionary Learning. The idea of learning category-specific or/and shared dictionary has been proposed in previous works [22][23][24][25], but these works are usually used for general image classification, and they are not suitable for fine-grained image categorization. In [22], a class dictionary is adapted from a universal dictionary, and the work is based on GMM model. Each image is represented by the universal dictionary and each class dictionary separately in such model. As a result, the subtle difference among classes is lost. Hence this model is not suitable to fine-grained image categorization. Though [25][21] propose to category-specific dictionary for each category, the commonalities among different categories which are adverse for fine-grained image categorization cannot be get rid of the image representation. Zhou et al. [26] propose to learn the category-specific dictionary and shared dictionary by minimizing the within-classes scatter of the sparse codes belonging to the same category and maximizing the between-class scatter of the sparse codes over the shared dictionary. However, it is still not suitable for fine-grained categorization where the commons between different categories are more significant than the differences. Moreover, Kong et al. propose a category-specific dictionary learning method named DL-COPAR [24] which aims at separating commonality and particularity. There method demonstrates good performance for basic-level categorization. Our formulation are different from these works in terms of both formulation and application.

C. Work Related to Fine-Grained Image Categorization. Fine-grained image categorization has been previously explored, like flower recognition on the Oxford Flower 17
dataset [15] and the Oxford Flower 102 dataset [14], bird recognition [27], etc. In [28], a Grouplet feature is proposed. This Grouplet feature demonstrates good performance for recognizing whether the people is playing the instrument or just holding the instrument because it captures the structured information by considering the discrimination and spatial configuration. In [16], the discriminative information of the features is used to distinguish the differences between different classes, meanwhile the randomization is also adopted to make the algorithm scalable to the number of the features. Moreover, some researchers also propose to use volumetric primitives and pose-normalized appearance [13], or template matching [17] method for bird recognition.

III. CATEGORY-SPECIFIC DICTIONARY AND SHARED DICTIONARY FOR IMAGE REPRESENTATION

In this section, we will first briefly revisit the sparse coding based feature coding [4], then we will propose our category-specific dictionary learning method, including its formulation and its optimization. We will also describe our image representation method using the learnt sparse codes. We use \([Q_1, Q_2]\) to denote the vertical concatenation of two matrices with the same columns, and we use \([Q_1, Q_2]\) to denote the horizontal concatenation of two matrices with the same rows.

A. Review of Sparse Coding Based Feature Coding

Feature coding encodes the local feature by using the dictionary. Denote the feature space as \(X = [x_1, x_2, \ldots, x_p]\) \((x_i \in \mathbb{R}^d\) is a local feature), denote the codebook as \(U = [u_1, u_2, \ldots, u_k] \in \mathbb{R}^{d \times k}\) (Each column in codebook is called as a codeword or atom, and the codebook is also named as dictionary.). Linear feature coding usually approximates the local feature \(x_i\) by using the codebook \(U\), i.e., \(x_i \approx Uv_i\), here \(v_i\) is the reconstruction coefficients. In BoW model, \(k\)-means based feature coding is used, and each feature is approximated by one codebook entry. Therefore only one entry in \(v_i\) equals to 1, and all the rest entries in \(v_i\) equal to zero. The \(k\)-means based feature coding can be formulated as follows:

\[
\min_{U, V} \sum_{i=1}^{p} \|x_i - Uv_i\|_2^2 \quad \text{s.t.} \quad \|v_i\|_0 = 1, \|v_i\|_1 = 1. \tag{1}
\]

Here \(V = [v_1, v_2, \ldots, v_p]\) (where \(v_i \in \mathbb{R}_+^{k \times 1}\)), and \(U\) is the cluster centers of \(k\)-means in BoW model. As aforementioned, the constraint that each local feature is only approximated by one codeword is too strict and will cause the information loss, especially for those points with similar distances to several codewords. To reduce the information loss, the hard constraint \(||v_i||_0 = 1\) on \(v_i\) is relaxed, and the to avoid each feature to be assigned with too many clusters, the sparse constraint is imposed on the weight vector \(v_i\). Then, we arrive at the sparse coding based feature coding [4].

\[
\min_{U, V} \sum_{i=1}^{p} \|x_i - Uv_i\|_2^2 + \lambda \|v_i\|_1 \quad \text{s.t.} \quad \|u_j\|_2 = 1. \tag{2}
\]

Here the constraint on each codeword \(u_j\) is used to avoid the trivial solution, and \(v_i\) is the sparse reconstruction coefficients (sparse codes).

B. Learning Class-Specific and Shared Dictionary

In sparse coding based feature coding [4], a dictionary is learnt to minimize the reconstruction error of all the features from the all the categories, therefore it does not distinguish which codewords are category-specific. Nevertheless, it works well for basic-level classification because the difference between different categories are typically rather significant. Therefore, the sparse codes of images from different categories are different, and result in discriminative image representation for classification. But for fine-grained image categorization, most image contents from different categories are similar, and the difference between them is subtle. If we use the same coding scheme, images of different categories would share lots of similar codes, and the proportion of different/discriminative codes would be very small. That difference can be dominated by those similar sparse codes and even disappear at the feature pooling stage. Hence it is desirable to find a dictionary that could encode category-specific features of different categories with their category-specific codewords. Such dictionary would obviously boost the differences of the representations for images from different categories, and improves the consequent image categorization.

To this end, we propose to learn a category-specific dictionary for each category and a shared dictionary for all categories in the feature coding process. When a feature comes in, if it is category-specific feature, it would be encoded by its corresponding category-specific dictionary; If it is a common feature shared by many categories, then it should be encoded by the shared dictionary. By controlling the size of category-specific dictionary and shared dictionary, we can amplify the differences among different categories. We illustrate such dictionary learning methods for fine-grained image categorization.
We denote the number of local features from the $i^{th}$ category as $m_i$, and the number of codewords corresponding to the $i^{th}$ category-specific dictionary as $n_i$. Denote features associated with the $i^{th}$ category as $X_i$ ($X_i \in \mathbb{R}^{d \times m_i}$), its corresponding category-specific dictionary as $U_i$ ($U_i \in \mathbb{R}^{d \times n_i}$), and the shared dictionary as $U_0$ ($(U_0 \in \mathbb{R}^{d \times m_0})$). Assuming there are $N$ categories in total, the complete dictionary is $U = [U_0, U_1, \ldots, U_N] \in \mathbb{R}^{d \times m}$, with $n = \sum_{i=0}^{N} n_i$. Denote the sparse reconstruction coefficients of $X_i$ corresponding to $U_j$ as $V_i^j$. Mathematically we can express $X_i$ as follows: $X_i \approx U_0 V_i^0 + U_1 V_i^1 + \ldots + U_N V_i^N$. At the training stage, since $X_i$ only contains features from the $i^{th}$ category, ideally only the coefficients associated with $U_i$ and $U_0$, i.e., $V_i^i$ and $V_i^0$, can be non-zero. By abuse of notation, we let $V_i = [V_i^0; V_i^1]$ ($i = 1, \ldots, N$). Denote $U_{-i}$ ($i = 0, \ldots, N$) as the submatrix by removing $U_i$ from $U$, for example, $U_{-0} = [U_1, \ldots, U_N]$, and $U_{-k} = [U_0, \ldots, U_{k-1}, U_{k+1}, \ldots, U_N]$. Mathematically we can formulate the overall dictionary learning as follows ($\| \cdot \|_F$ as the Frobenius norm):}

\[
\begin{align*}
\min_{U_0, U_1, \ldots, U_N} & \sum_{i=1}^{N} \left( \|X_i - [U_0, U_i] V_i\|_F^2 + \lambda \|V_i\|_1 \right) \\
& + \sum_{i=0}^{N} m_i \left( \frac{\eta_1}{n_i} \|U_i^T U_i - I_{n_i}\|_F^2 + \frac{\eta_2}{n_i (n_i - n_k)} \|U_i^T U_{-i}\|_F^2 \right) \\
\text{s.t.} & \|U_k(:,j)\| = 1, \forall k, j,
\end{align*}
\]

(3)

Here $m_0 = \sum_{i=1}^{N} m_i$ because we use all the features to update $U_0$ (Please refer to equation (6) and (7)). $I_{n_i}$ is a identity matrix whose size is $n_i \times n_i$, and $\eta_1$ and $\eta_2$ ($i = 0, \ldots, N$) are the weight for self-incoherent term and cross-incoherent term for the $i^{th}$ dictionary respectively. In the above formulation, constraining each codeword to be norm 1 is to avoid trivial solution. The term $\|U_i^T U_{-i}\|_F^2$ is to enforce sub-dictionaries to be incoherent [23]. Without this constraint, each category-specific dictionary only needs to best encode features of its own category whereas the shared dictionary can be empty. The self-incoherent term $\|U_i^T U_i - I_{n_i}\|_F^2$ is to stabilize the learnt dictionary for each category [25]. Otherwise it may lead to many codewords being zeros in the category-specific dictionaries. Finally, we normalize the reconstruction error and coefficient terms by the number of features of each category; and normalize the incoherence with the number of atoms in each category. For simplification, we name our specific dictionary only needs to best encode features of its category, and our experimental results on PPMI (7 Categories), such shared dictionary does pay an important role for fine-grained image categorization. Moreover, our work is different from [24] in following three aspects. Firstly, we use the self-incoherent term for each dictionary, which avoids the codebook to be empty. Secondly, we weight self-incoherence term and cross incoherence with the number of features, which alleviates the effect of feature size in dictionary learning, but [24] doesn’t do this. Specifically, in our formulation, we use $\frac{m_i}{n_i}$ to weight the self-incoherent term ($\|U_i^T U_i - I_{n_i}\|_F^2$) and use $\frac{m_i}{n_i (n_i - n_k)}$ to weight the cross-incoherent term ($\|U_i^T U_{-i}\|_F^2$). In equation (3), the first term (reconstruction error of all the features used for dictionary learning) scales with the number of features, but the self-incoherent and cross-incoherent terms are only in the scale of the dictionary size. Therefore, these three terms are optimized with different scales of normalization terms. To control the influences of self-incoherent and cross-incoherent terms in learning dictionaries, we need to weight the self-incoherent and cross-incoherent terms with the number of features used for dictionaries. In other words, such weighting strategy can make the learned dictionary more stable for image classification. Moreover, when $m_i$ is large enough, the learned dictionary is usually insensitive to $m_i$. We have clarified this in the revised version of this manuscript. Thirdly, the coefficients corresponding to the shared dictionary, which are discarded in [24], are also used for classification and as shown in Fig. 4 that such coefficients usually improve the performance of image categorization.

**C. Optimization Procedure**

The objective function of the above Category-Specific Dictionary Learning problem (3) is not convex. Following popular optimization strategies [29][23], we alternatively update the sparse codes of features from each category, each category-specific dictionary, and the shared dictionary while keeping all the rest variables fixed. In the remaining of this subsection, we describe our optimization strategy and summarize the overall optimization process in Algorithm 1.

1. **Inferring the Sparse Codes.** With all other factors fixed in the objective of CSDL, the part depending on $V_i$ is as follows:}

\[
\min_{V_i} \|X_i - [U_0, U_i] V_i\|_F^2 + \lambda \|V_i\|_1.
\]

(4)

This problem is in the form of standard robust regression (the Lasso) or sparse coding. Many efficient methods [30][31][32] have been developed for optimizing such an objective function. In this work, we adopt the Feature Sign Search algorithm [29], due to its good performance and fast speed.

2. **Learning the Category-Specific Dictionary.** Define $Z_r = X_i - U_0 V_i^0$, with $Z_r \in \mathbb{R}^{d \times m_r}$. When the sparse codes and the shared dictionary are fixed, we arrive at the optimization problem with respect to the $r^{th}$ category-specific dictionary
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Define $Y = \{X_1 - U_1 V_1^1, \ldots, X_N - U_N V_N^N\} \in \mathbb{R}^{d \times m_0}$ and $V_0 = \{V_0^1, \ldots, V_0^N\}$, then we can rewrite the above objective with respect to $U_0$ as follows:

$$
\min_{U_0} \frac{1}{m_0} \|Y - [U_0, U_1 V_1, \ldots, U_N V_N]\|_F^2 + \frac{\eta_{01}}{n_0^2} \|U_0^T U_0 - I_{n_0}\|_F^2 + \frac{\eta_{02}}{n_0^2(n - n_0)} \|U_0^T U_0 - I\|_F \quad \text{s.t.} \quad \|U_0(:, j)\|_1 = 1, \forall j.
$$

(6)

Define $Y = \{X_1 - U_1 V_1^1, \ldots, X_N - U_N V_N^N\} \in \mathbb{R}^{d \times m_0}$ and $V_0 = \{V_0^1, \ldots, V_0^N\}$, then we can rewrite the above objective with respect to $U_0$ as follows:

$$
\min_{U_0} \frac{1}{m_0} \|Y - [U_0, U_1 V_1, \ldots, U_N V_N]\|_F^2 + \frac{\eta_{01}}{n_0^2} \|U_0^T U_0 - I_{n_0}\|_F^2 + \frac{\eta_{02}}{n_0^2(n - n_0)} \|U_0^T U_0 - I\|_F \quad \text{s.t.} \quad \|U_0(:, j)\|_1 = 1, \forall j.
$$

(7)

Following the work [23], we also use gradient descent method to update the shared dictionary.

4. Implementation Details. We learn the dictionaries in the following steps. i) Initialize dictionaries with K-SVD. K-SVD [33] is an algorithm of learning overcomplete dictionary in a singular value decomposition approach, and it has demonstrated good performance on many computer vision applications [34][35]. It alternatively updates the dictionary and sparse reconstruction coefficients. Following the work [24], we also initialize each category-specific dictionary with the K-SVD [33] by using the features from its corresponding category, and we initialize the shared dictionary with the K-SVD over the features from all the categories. ii) Update the dictionaries with Lagrange Dual Algorithm to guarantee that the dictionaries should satisfy the small reconstruction criteria first. As stated in the work [23], small reconstruction error is important for dictionary learning. Therefore, following the work [23], before learning the dictionaries with CSDL formulation in equation 5 and equation 7, we also update each dictionary (without the self-incoherent and cross-incoherent terms) with Lagrange Dual Algorithm [29]. That is, all the dictionaries should satisfy the small reconstruction error constraints first. iii) Use the dictionaries satisfying the small reconstruction error as starting points to learn the dictionaries with CSDL formulation.

Algorithm 1 Learning Category-Specific Dictionary and Shared Dictionary

Input: The features of the $i^{th}$ category: $X_i$, $i = 1, \ldots, N$. The number of features in $X_i$: $n_i$; $\lambda, \eta_{01}, \eta_{02}$: The size of each Specific-Dictionary: $n_i$; The size of the Shared Dictionary: $n_0$.

Initialize each $U_i$ with $X_i$ by using K-SVD. Initialize $U_0$ with $X = [X_1, \ldots, X_N]$ by using K-SVD.

Repeat

for $i = 1$ to $N$ do

Infer the sparse codes $V_i$ of $X_i$ with feature sign search algorithm (Equation (4));

end for

for $i = 1$ to $N$ do

Update each $U_i$ using gradient descent (Equation (5));

end for

Update the shared dictionary $U_0$ using gradient descent (Equation (7)).

until stopping criteria is reached.

Output: The Category-Specific Dictionary: $U_i \forall i$; The Shared Dictionary: $U_0$.

D. Encode Local Features with Learnt Dictionary

In this section, we propose two image representation strategies based on learnt dictionaries, namely, Global Encoding and Local Encoding, to encode the local features. Because SVM is used for the classification, therefore the entries at the same locations of the final image representation vectors should correspond to the response to the same atom in the codebook used for feature encoding for both training and test images. Therefore we need to represent the training and test samples in the same way, i.e., we need to encode the features under the same dictionary, and use the same feature pooling strategy to postprocess the sparse coefficients for image representation.

1. Encode local features with the global dictionary. We stack all the dictionary together $U = [U_0, U_1, \ldots, U_N]$. We use this shared dictionary to encode features $F$ from each image by solving the following problem:

$$
\min_S \|F - U S_{GE}\|_F^2 + \lambda \|S_{GE}\|_1,
$$

(8)

then perform feature pooling on $S$. We denote this feature encoding technique as Global Encoding (GE).

2. Encode local features with all category-specific dictionaries. We stack the shared dictionary with the each category-specific dictionary together, and get $N$ combined dictionaries: $U_i = [U_0, U_1], \ldots, U_N = [U_0, U_N]$. Then we use each combined dictionary to encode the features from each image by solving the following problem:

$$
\min_{S_i} \|F - \hat{U}_i S_i\|_F^2 + \lambda \|S_i\|_1, \quad \forall i
$$

(9)

then we stack the sparse codes w.r.t. all $N$ dictionaries together, i.e., $S_{LE} = [S_1; \ldots; S_N]$. Then we use $S$ to perform feature
pooling in the later stage. We denote this feature encoding technique as Local Encoding (LE).

E. Feature Pooling and Image Representation

Because of the good performance of max pooling and its simplification [4][36], we use the max pooling on the sparse codes. Denote $S \in \mathbb{R}^{x \times s}$ as the reconstruction coefficients corresponding to the features within certain image region where $S$ can be obtained by either $S_{GE}$ or $S_{LE}$, max pooling only preserves the largest response of all these features to each atom in the dictionary. After max pooling, this image region is represented by a feature vector $y \in \mathbb{R}^l$, and

$$y_i = \max_{1 \leq j \leq s} S_{ij} \quad (10)$$

Moreover, to preserve the spatial information, we also use the Spatial Pyramid Matching [2] for image representation. Specifically, we use three layers of SPM, i.e., each image is evenly divided into $1 \times 1$, $2 \times 2$ and $4 \times 4$ subregions. Then we perform the max pooling of local features in each subregion. Then we concatenate the results of max pooling in each subregion with the same weight and normalize its $\ell_2$ norm to be 1. We illustrate the flowchart of our CSDL-based image representation for fine-grained image categorization in Fig. 3.

IV. EXPERIMENTS

In this section, we will experimentally evaluate our proposed CSDL algorithm on five publicly available datasets, and compare it with existing works. We firstly evaluate our method on PPMI dataset and use it to set the parameters in the CSDL model empirically. Then we evaluate our method on other fine-grained categorization datasets and general image classification datasets.

A. Experimental Setup

Histograms of Oriented Gradients (HOG) feature [37] is commonly used for local patch description [13][10]. In this paper we also adopt the HOG feature. Specifically, we divide each image into $8 \times 8$ non-overlapped dense grids, and use HOG to characterize each grid. Then the four descriptors from $2 \times 2$ neighboring grids are concatenated and form a 124D feature vector. Each feature is normalized with the $\ell_2$ normalization. Considering computational speed and memory issue, we randomly sample about 12K-15K features from each training category to initialize and to learn the category-specific dictionary. Based on the observations in Fig. 4, Global Encoding with the total sparse codes pooling are adopted in the following experiments.

The People-Playing-Music-Instruments (PPMI) dataset [28] is a commonly used dataset for fine-grained categorization, and it has two versions. One version contains 7 instrument categories: *bassoon, erhu, flute, French horn, guitar, saxophone*, and *violin*, and each category also contains two subcategories: people are playing the instruments (this subcategory is denoted as *playing the instruments*), and people are with (but not playing) the instruments (this subcategory is denoted as *with the instruments*). The other version of PPMI contains 12 instrument categories. Besides the 7 categories in the first version, it also includes *cello, clarinet, harp, recorder, and trumpet*, and each category also contains *playing the instruments* subcategory and with the instruments subcategory. Following the work of [28], we also denote the subset that people play the instruments as PPMI+ and denote the subset of dataset that people are with the instruments as PPMI+. Following the previous work [28][16], we use the normalized images whose size is $256 \times 256$ pixels for feature extraction. We also use the standard train/test split, i.e., 100 images are used as training data and 100 images which are not overlapped with training data are used as test data for each subcategory.

1. Feature Encoding and Feature Pooling. We firstly evaluate the effect of Global Encoding (GE) and Local Encoding (LE) by performing the classification task on PPMI+ (7 categories). We denote the pooling by using all the sparse codes over the global/combined dictionary as Total Sparse Codes Pooling (TSCP), and denote the pooling by using the sparse codes corresponding to the category-specific dictionary (without the parts corresponding to the shared dictionary) as Local Sparse Codes Pooling (LSCP). In this experiment, the size of each category-specific dictionary and shared dictionary is fixed to be 128. The performance of different feature encoding and pooling techniques corresponding to $\eta_2 = 0.1, \forall i$ is shown in Fig. 4. Results show that Global Encoding usually achieves better performance, and this agrees with previous findings that the collaborative representation is helpful for performance improvement [39]. Moreover, Fig. 4 also shows that the TSCP pooling usually boosts the classification accuracy. The possible reasons for the better performance of TSCP pooling are: (i) we have already amplified the subtle difference by controlling the size of category-specific dictionaries and shared dictionary; and (ii) sometimes the common patterns don’t appear in all the categories. Based on the observations in Fig. 4, Global Encoding with the total sparse codes pooling are adopted in the following experiments.

2. Parameter Selection We also show the effect of $\eta_2$ on the classification accuracy in Fig. 5, and it reveals that the classification accuracy is better when $\eta_2 = 0.1, \forall i$. For simplification, we set $\eta_2 = 0.1, \forall i$ in the following
We set \( \eta \) for all the datasets, and the performance corresponding such experiments. Please note that such parameters are fixed on the all the datasets, and the performance corresponding such parameters are already good enough. We believe other fine-tuned parameters may further improve the performance.

3. Classification Performance on PPMI. Following the setting in [28][16], we perform the image categorization on PPMI+ (7 categories), and on all the 24 categories of PPMI (24 categories). We list the classification accuracy on PPMI+ (7 categories) in Table I, and the performance of different methods on PPMI (12 categories PPMI+ and 12 categories PPMI-) in terms of classification accuracy and Mean Average Precision (MAP) in Table II. Similar to the work of [16], here the MAP is calculated based on PASCAL VOC 2010 Evaluation Protocol, and it is calculated as follows, “(1): Compute a version of the measured precision/recall curve with precision monotonically decreasing, by setting the precision for recall \( r \) to the maximum precision obtained for any recall \( r’ > r. \) Compute the AP as the area under this curve by numerical integration. No approximation is involved since the curve is piecewise constant.” [40].

Results in Table I show the average classification accuracy of our method on PPMI+ (7 Categories) is 7.73% higher than that of Grouplet method [28] which is specially designed for the classification of the PPMI dataset. Furthermore, results in Table II shows that the MAP of our method significantly outperforms that of Grouplet by 9.84% on PPMI (24 categories) classification task. Please note that the results of LLC and ScSPM are based on the implementation of the same features and the codes provided by the authors of the corresponding paper. Following the work [16], 4-layer SPM is used on this dataset. Meanwhile, when features extracted from grids of 2 scales (8 × 8 and 16 × 16) are used, our method outperforms work [16] which achieves the best performance in PASCAL Action Classification Challenge 2011, and achieves the best performance. Please note that [16] uses MULTI-SCALE (5 scales) feature while our work only uses two scales feature, and previous work [18] has shown that multi-scale features do help to improve the classification performance. Table I and Table II also demonstrate that our method outperforms DL-COPAR [24] which learns the commonality and particularity for basic-level image object recognition. Moreover, our method achieves better performance than ScSPM [4] and LLC [18]. It is worth noting that ScSPM and LLC achieve the state-of-the-art performance in basic-level object categorization. We also include the confusion matrix of our method on PPMI+ (7 Categories) in Fig. 6, which reflects the quality of each classifier in classifying the images in this dataset.

4. The Importance of Self-Incoherent Term. In Table I and Table II, we also compare our method with the formulation without self-incoherent term. Our method outperforms the formulation without self-incoherent term by 3% (70.43% vs. 73.43%) in terms of classification accuracy on PPMI+ (7 Categories), and it also outperforms the performance based on the formulation without self-incoherent term by 2% in terms of classification accuracy (46.75% vs. 48.75%) on PPMI (24 Categories). These results demonstrate the usefulness of such self-incoherent term.

5. Comparison with Method Based Category-Specific
**TABLE I**

**AVERAGE CLASSIFICATION ACCURACY ON THE PPMI+ DATASET (7 CATEGORIES) (%).**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPM [41]</td>
<td>54.9</td>
</tr>
<tr>
<td>SPM [2]</td>
<td>39.9</td>
</tr>
<tr>
<td>ScSPM [4]</td>
<td>75.57</td>
</tr>
<tr>
<td>LLC [18]</td>
<td>70.43</td>
</tr>
<tr>
<td>Grouplet+SVM [28]</td>
<td>65.7</td>
</tr>
<tr>
<td>Grouplet+Model [28]</td>
<td>60.1</td>
</tr>
<tr>
<td>DL-COPAR [24]</td>
<td>53.86</td>
</tr>
<tr>
<td>CSDL (η₁ = 0)</td>
<td>70.43</td>
</tr>
<tr>
<td>CSDL</td>
<td>73.43</td>
</tr>
</tbody>
</table>

**Dictionary.** To further demonstrate the effectiveness of our method, we also design another baseline: We learn the category-specific dictionary with the sparse coding formulation by using the features from each category, then we combine these category-specific dictionaries together in the feature coding process. For fair comparison, max pooling and Spatial Pyramid Representation are also used. Here we denote such baseline as weakly supervised ScSPM (wsScSPM) because the label information is only used in the dictionary learning process. It is worth noting that wsScSPM actually learns the dictionary in the same way with the work [21]. We list the performance of our method, ScSPM and wsScSPM in the Table III. For ScSPM, it learns a global dictionary for all the categories, because the high similarity between different categories for fine-grained categorization, the minute differences between different categories, which is extremely important for fine-grained image categorization, may be easily ignored in ScSPM. For wsScSPM, it learns a dictionary for each category, but the similarity between different categories is very high, therefore the learnt dictionaries may also be similar. Therefore, the common patterns/features from certain category may be encoded by using atoms from dictionaries of other categories, which makes the categorization difficult. However, our method can avoid the disadvantages in both ScSPM and wsScSPM, and the performance of our method on the PPMI datasets in Table III proves the effectiveness of our method. Moreover, to further demonstrate the differences between our CSDL and wsScSPM, we calculate the average percentage of non-zero entries located on the corresponding category-specific dictionary and shared dictionary in the feature coding process in our CSDL. We also calculate the average percentage of non-zero entries located on the corresponding category-specific dictionary in scScSPM. We show such statistics in Fig. 7. This figure shows that compared with wsScSPM, the features are more prone to be reconstructed by using the corresponding category-specific dictionary and shared dictionary in our method. Therefore the image representations of images from different categories may be more different, and be more easily to be classified.

**C. Evaluation on The Oxford Flower-17 Dataset**

The Oxford Flower-17 dataset 4 contains 17 categories, and each category contains 80 images in which 40 images are used as training samples, therefore the total image number is 1360. We use the standard train/test split provided by the dataset. Following the work of [4], the images are resized to make the maximum side to be 300 pixels meanwhile the aspect ratio is kept. The size for each category-specific dictionary and shared dictionary is also fixed to be 128. The comparisons of our method with other state-of-the-art methods are listed in Table IV. We can see that our method consistently outperforms all the rest methods, including the method of JDL [26], which also learns a dictionary for each category and a shared dictionary for all the category. But as aforementioned, it uses the inter-class variance and intra-class variance as the criteria for dictionary learning, which may suffer from the high visual similarity among the different categories in fine-grained categorization. We also show the confusion matrix on the Oxford Flower-17 dataset in Fig. 8.

**D. The Effect of Dictionary Size on Classification Accuracy.**

We also experimentally investigate the relationship between the performance and dictionary size. In Fig. 9 (a), we fix the size of category-specific dictionary to be the same with that of shared dictionary on the PPMI+ (7 categories) and Oxford Flower-17 datasets. It shows that classification accuracy increases with the increasing size of each sub-dictionary, and the possible reason is that more details would be captured in the dictionary by increasing the size of the dictionary. In Fig. 9 (b), we fix the size of category-specific dictionary and shared dictionary on the PPMI+ (7 categories) to be the same, then we vary the size of shared dictionary from 64 to 256, and the results are shown in Table IV.

*4www.robots.ox.ac.uk/~vgg/data/flowers/17/index.html*
increase the size of shared dictionary. At first, classification accuracy increases with the increasing size of the shared dictionary. The possible reason for this is that more common patterns would be captured with larger shared dictionary. But when the shared dictionary reaches to a certain size, further increasing the atoms in the shared dictionary will decrease the classification accuracy. Though larger dictionary captures the details, further increasing shared dictionary may amplify the common patterns in image representation, as a result, the accuracy of fine-grained image categorization drops. In Fig. 9 (c), we fix the size of shared dictionary and increase the size of category-specific dictionary, and we can see that the classification accuracy increases with the increasing size of each category-specific dictionary, and the possible reason for this is that more category-specific details would be captured by larger category-specific dictionary.36

E. Evaluation on The Corel 10 and Event Datasets

Besides the fine-grained classification, our method can also be applied to other classification tasks. Here we evaluate our method for basic-level object recognition and event classification. 

Fig. 7. The percentage of non-zero sparse codes located on the corresponding category-specific/shared dictionaries in our method, and the percentage of non-zero sparse codes located on the corresponding category-specific dictionary in wsScSPM.

Fig. 8. The confusion matrix (%) on the Oxford Flower-17 dataset.

(a) Atom number in category-specific dictionary is the same as atom number in shared dictionary from 32, 64, 128, 256.

(b) Atom number in category-specific dictionary = 32, atom number in shared dictionary is 0, 16, 32, 64, 128 and 256.

(c) Atom number in shared dictionary = 64, atom number in category-specific dictionary is 32, 64, 128 and 256.

Fig. 9. The effect of dictionary size on the image classification accuracy.

TABLE IV
AVERAGE CLASSIFICATION ACCURACY ON THE OXFORD FLOWER-17 DATASET (%)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScSPM [4]</td>
<td>52.35</td>
</tr>
<tr>
<td>MCLP [42]</td>
<td>66.74</td>
</tr>
<tr>
<td>MTJSRC [43]</td>
<td>68.45±1.03</td>
</tr>
<tr>
<td>JDL [26]</td>
<td>58.69</td>
</tr>
<tr>
<td>DL-COPAR [24]</td>
<td>59.02±1.45</td>
</tr>
<tr>
<td>CSDL</td>
<td>72.65 ± 1.79</td>
</tr>
</tbody>
</table>

E. Evaluation on The Corel 10 and Event Datasets

Besides the fine-grained classification, our method can also be applied to other classification tasks. Here we evaluate our method for basic-level object recognition and event classification. The Corel-10 dataset [44] contains 10 categories:

skiing, beach, buildings, tigers, owls, elephants, flowers, horses, mountains and food, and each category contains 100 images. Following the work of Lu et al. [44], each image is resized to make the maximum side to be 300 pixels with the same aspect ratio. We also randomly select 50 images as training samples and use the rest images as test samples. The Event dataset [11] contains 8 categories: badminton,
differences of ScSPM and LLC are already significantly different, therefore ScSPM and LLC can easily achieve good performance, though our method further boosts the differences, the improvement is not that significant.

F. Convergence of The Algorithm

We alternatively update each component dictionary and the sparse codes, and each step can reduce the objective value, so the whole optimization process converges. Here we plot the change of the objective value with respect to the iterations of update on the PPMI+ (7 categories), Flower-17, Corel-10 and Event datasets in Fig. 10. It shows that the objective values decrease very fast. Here the iteration is the outer iteration on all the datasets. Following the commonly used setting [45], we also randomly select 70 images from each category as training data and select the 60 images as test data. We list the classification accuracy of different methods on these two datasets in Tabel V. We can see our method outperforms all the rest image classification methods, including LLC [18] which is the state-of-the-art feature coding technique for image classification, and achieves the best performance. This proves the effectiveness of our category-specific dictionary learning framework. Though our method achieves the best performance for basic-level object recognition and event classification, we notice that the improvement of our CSDL over ScSPM and LLC is less significant on these two datasets than that of fine-grained classification tasks. The reason is that for fine-grained image categorization, different categories are similar. Our method amplifies the difference, therefore can greatly outperform ScSPM and LLC. But for these two datasets, different categories are already significantly different, therefore ScSPM and LLC can easily achieve good performance, though our method further boosts the differences, the improvement is not that significant.

V. CONCLUSION AND FUTURE WORK

To tackle the fine-grained image categorization, we propose to learn a category-specific dictionary for each category, and a shared dictionary for all the categories. Such category-specific dictionary can encode the subtle differences between different categories, and the shared dictionary can encode the common patterns. Our proposed framework also applies to other image classification tasks, like basic-level object recognition and event classification. Extensive experimental results demonstrate the effectiveness of our dictionary learning framework and solution.

Our method uses the label information to learn the dictionary, and [47] and [48] propose to learn the dictionary of sparse coding and SVM classifier together. So it is possible to jointly learn the category-specific dictionary and SVM together in our future work. Moreover, in future we can use more advanced feature pooling techniques [49][50] to further improve the performance of fine-grained image categorization.
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Fig. 10. The change of the objective value with respect to the number of iterations on PPMI+ (7 categories), Oxford Flower-17, Corel-10, and Event datasets. The iteration is the outer iteration in Algorithm 1.


