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Abstract—In the literature, most existing graph-based semi-supervised learning (SSL) methods only use the label information of observed samples in the label propagation stage, while ignoring such valuable information when learning the graph. In this paper, we argue that it is beneficial to consider the label information in the graph learning stage. Specifically, by enforcing the weight of edges between labeled samples of different classes to be zero, we explicitly incorporate the label information into the state-of-the-art graph learning methods, such as the Low-Rank Representation (LRR), and propose a novel semi-supervised graph learning method called Semi-Supervised Low-Rank Representation (SSLRR). This results in a convex optimization problem with linear constraints, which can be solved by the linearized alternating direction method. Though we take LRR as an example, our proposed method is in fact very general and can be applied to any self-representation graph learning methods. Experiment results on both synthetic and real datasets demonstrate that the proposed graph learning method can better capture the global geometric structure of the data, and therefore is more effective for semi-supervised learning tasks.

Index Terms—Semi-supervised Graph Learning, Low-Rank Representation, Label Information.

I. INTRODUCTION

In computer vision and machine learning research communities, semi-supervised learning (SSL) [1]–[3] has attracted numerous attention over the past decade because of its ability to make use of rich unlabeled data for training. It has been demonstrated that unlabeled data, when used in conjunction with a small set of labeled data, can often considerably improve the learning accuracy. Among the current methods, graph-based SSL is an appealing approach due to its low computation complexity and flexibility in practice.

In general, a graph-based SSL method consists of two key steps. First, a graph is built from all data samples (including both labeled and unlabeled samples) to model the relationships among the points. Then, label information of the labeled samples is propagated to the unlabeled samples over the graph. Though different graph-based SSL methods formulate the label propagation process via different objective functions, all of them share one common assumption (i.e., the cluster assumption), that is, points on the same structure (such as a cluster, a subspace, or a manifold) are likely to have the same label. Since one normally does not have an explicit model for the underlying structures, a graph constructed from the data samples often serves as an approximation to it. Therefore, constructing a good graph that best captures the essential data structure is critical for all graph-based SSL methods.

This paper proposes a novel framework to address the graph construction problem in SSL. Our key insight is that most graph-based SSL methods do not take advantage of label information when building a graph from the data samples, which limits their performance. Leveraging powerful tools from high-dimensional statistics and optimization, we successfully mitigate this issue by constructing the graph in a semi-supervised manner. Our framework is quite general and can be applied to many existing graph learning methods. As an example, Figure 1 compares the SSLRR-graphs constructed by our method to the original LRR-graph [4] on a synthetic dataset (see Section V-A about synthetic data generation).
A. Background and Motivations

Intuitively, a good graph should reveal the true intrinsic complexity or dimensionality of the data points by capturing the global structures of the data (i.e., multiple clusters, subspaces, or manifolds). Traditional methods such as k-nearest neighbors (kNN) and Locality Linear Embedding (LLE) [3], [5], [6], however, mainly rely on pair-wise Euclidean distance to build such a graph, thus are unable to capture the global data structures. As a result, these methods tend to be sensitive to local data noise and errors. Moreover, traditional methods always use fixed global parameters to determine the graph structure and the edge weights, thus may fail to offer any datum-adaptive neighborhoods.

Recently, motivated by the advance in fast computational methods in signal processing (particularly, in the areas of compressive sensing, sparse representation, and low-rank matrix recovery [7]–[11]), several methods [4], [12]–[15] have been proposed to construct undirected graphs that exploit the global structures of the data. Different from traditional methods, these methods seek a representation of each datum as a linear combination of all the other data samples. By solving a high-dimensional convex optimization problem, these methods automatically select the most informative “neighbors” for each datum, and simultaneously obtain the graph adjacency structure and weights in a nearly parameter-free fashion. We call these methods self-representation methods.

While the self-representation methods are datum-adaptive and robust to local errors, they also suffer from some problems in practice. In particular, in the ideal case, the linear coefficients recovered via convex optimization should be “structure-sparse”, that is, only those points belonging to the same structure as the target point should have nonzero coefficients. Unfortunately, this assumption only holds true if all the points lie in a union of independent or disjoint subspaces and are noiseless [16]. In other words, in the presence of dependent subspaces, nonlinear manifolds and/or data errors, these methods may select points from different structures (i.e., classes) to represent a data point, making the representation less informative.

To overcome this difficulty, our key insight is that all the aforementioned self-representation methods are unsupervised. That is, they do not utilize label information to learn the graph. Thus, when applied within the SSL framework, they could be further improved. To see why the label information provides valuable cues to the graph construction, consider the extreme case where the label information of all samples is available. In such case, one can directly enforce the coefficients belonging to different classes to be zero, so that the resulting representation is naturally structure-sparse. In fact, some researchers have explored the label information in graph construction [17]–[19]. However, these works are based on traditional graph construction methods, hence inevitably inherit the limits of traditional methods as mentioned above.

B. Our Contributions

Inspired by the above observations, we propose to explicitly incorporate label information into the self-representation methods. Specifically, we show that one can seamlessly integrate the label information of a subset of the samples into the state-of-the-art self-representation methods, such as the LRR-graph [4], by restricting the representation coefficients between labeled points from different classes to be zero. Intuitively, this information helps us prevent the structure-sparsity of the coefficients from being destroyed in challenging real world scenarios, i.e., small signal-to-noise ratio, dependent subspaces and/or nonlinear manifolds. Thus, by solving a convex optimization problem with linear constraints, we can obtain a new linear representation for each data point which respects the label information, and subsequently construct a graph that better captures the global data structures.

To verify the effectiveness of our method, we conduct extensive experiments on both simulation datasets and public real datasets for two important tasks, namely nonlinear manifolds clustering and semi-supervised classification. The experimental results clearly demonstrate that, compared to graphs constructed via existing unsupervised self-representation methods, the graphs constructed by our method are more robust to data errors, and more informative and discriminative in practice, especially in the cases of complex data structures (e.g., dependent subspaces and nonlinear manifolds).

In summary, we make the following contributions in this paper:

1) We present a novel semi-supervised graph learning framework which seamlessly integrates the label information of data samples into the state-of-the-art graph learning methods. Compared with the graphs learned by existing methods, graphs learned by our method better capture the global structure of the data, especially when the data is subject to noises, the subspaces are not independent, or the data points lie in nonlinear manifolds.

2) We apply our method to both manifold clustering and semi-supervised learning tasks, and empirically demonstrate that the label information helps preserve the block-diagonal structure of the coefficient matrix, so that the learned graph is more informative and robust to data noises in practice.

3) While we use LRR as a representative example to illustrate our semi-supervised graph learning method, our method is in fact quite general and can be easily applied to other self-representation graph learning methods. To this end, we conduct experiments with three existing graph learning methods, namely LRR-graph, ℓ1-graph [12] and non-negative low rank and sparse graph (NNLRS-graph) [14]. We demonstrate that one can significantly improve the performance of these methods by incorporating the label information.

The remainder of this paper is organized as follows. In Section III, we present our semi-supervised graph learning framework. We give details about how to construct the graph weight matrix in Section IV. Experiment results and analysis are presented in Section V. Finally, Section VI concludes our paper.
II. RELATED WORK

Compared to label inference, graph construction has attracted much less attention in the machine learning community until recent years [5], [20]–[23]. Traditionally, \(\epsilon\)-neighborhood and \(k\)-Nearest Neighbors (\(k\)NN) are commonly used in graph based SSL methods. An \(\epsilon\)-neighborhood graph is built by connecting all the data points whose distance are smaller than the threshold \(\epsilon\). These graphs are often sensitive to the chosen parameter \(\epsilon\) and produce undesirable degree distribution (e.g., disconnected components or almost-complete graph). On the other hand, a \(k\)NN graph links each node to its \(k\) nearest neighbors. Compared to \(\epsilon\)-neighborhood graphs, \(k\)NN graphs enjoy some favorable properties in choosing the parameters, and tend to perform better than \(\epsilon\)-neighborhood graphs in practice [5]. Various unsupervised methods have been proposed to improve the \(k\)NN graph construction [5], [6], [22]–[26]. For example, Wang et al. [24] estimated the graph edge weights in a manner of multi-wise edges instead of pairwise edges. Jеба et al. [5] proposed to use \(b\)-matching to produce a balanced or regular graph, which ensures that each node in the graph has the same number of edges. Other works focus on efficient algorithms to find the \(k\) nearest neighbors [27]–[31]. But a common limitation of all above methods is that the neighbors are selected “locally” – the decision is only based on the individual relation between the reconstructed data point and the other data points. Such neighbors can only capture the local data structure and thus greatly limit the performance of graph based SSL methods.

To remedy the above issue, self-representation methods [4], [12], [13], [32]–[36] have become increasingly popular in recent years. For example, \(\ell_1\)-graph [12] proposes to encode each datum as a sparse representation of the other samples. It is shown to have several advantages in practice, including robustness to noise, sparsity for efficiency, and datum-adaptive neighborhood [12]. Since \(\ell_1\)-graph is purely based on numerical solutions, Zhou et al. [35] propose to exploit the geometric data structure via a \(k\)NN fused lasso graph. Additionally, Fang et al. [32] impose the auto-grouped effect in the \(\ell_1\)-graph by applying two sparse regularizations: Elastic net and Octagonal Shrinkage and Clustering Algorithm for Regression (OSCAR). Han et al. [34], [36] use a reduced size dictionary to preserve the locality and the geometry structure for data clustering applications. Yang et al. [33] use the Graph Laplacian regularization to improve the quality of \(\ell_1\)-graph.

To further capture the global data structure, Liu et al. [4] propose the LRR-graph, which seeks a low-rank representation of the data. By jointly obtaining the representation of all the data under the low-rankness assumption, LRR-graph effectively impose global constraints on the data structure (e.g., multiple subspaces). Moreover, since each sample can be used to represent itself, there always exist a feasible solution for LRR-graph even if the data sampling is insufficient. These properties make LRR-graph a good candidate for various learning tasks including SSL. Extensions to the original LRR-graph include [14], [37], which further impose non-negative and sparse constraints on the low-rank representation, [38], which incorporates a block-diagonal prior, and [39], which combines the low-rank representation with the kernel trick. Other works introduce various regularized terms so as to explicitly consider the cases where the data lie on non-linear manifolds [40]–[43].

However, most self-representation methods ignore the label information of the data samples during graph construction. In this paper, we demonstrate how the label information can be integrated into the construction of LRR-graph, resulting in significant improvement on the performance of existing SSL methods. Further, our framework can be readily applied to other self-representation methods such as \(\ell_1\)-graph, Least Squares Representation [44], Correlation Adaptive Subspace Segmentation [45], Correntropy Induced \(\ell_2\)-graph [46], and the Smooth Representation [47].

III. SEMI-SUPERVISED GRAPH LEARNING

In this section, we use the LRR-graph [4] as a representative example to describe our semi-supervised graph learning framework. For completeness, we first give a brief overview of LRR.

A. Low-Rank Representation: An Overview

Low-Rank Representation (LRR) was originally proposed in [4] to segment data drawn from a union of multiple linear (or affine) subspaces. Specifically, given a set of sufficiently dense data vectors \(X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d \times n}\) (each column is a sample) drawn from a union of \(k\) subspaces, LRR seeks the lowest-rank representation among all the candidates that represent each data vector as the linear combination of the data themselves. It proposes to solve the following high-dimensional convex optimization problem:

\[
\min_{Z, E} \|Z\|_* + \lambda \|E\|_{2,1}
\]

\[s.t. \quad X = XZ + E,\]

where \(Z = [z_1, z_2, \ldots, z_m]\) is the coefficient matrix with each \(z_i\) being the coefficients of \(x_i\). In addition, \(\| \cdot \|_*\) is the nuclear norm, i.e., sum of singular values. The \(\ell_{2,1}\)-norm of \(E\), \(\|E\|_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{d} (e_{ij})^2}\) where \(e_{ij}\) is the \((i, j)\)-th element of matrix \(E\), is used to model the sample-specific corruptions and outliers. Finally, the parameter \(\lambda > 0\) is used to balance the effects of the two terms. It can be chosen according to properties of the two norms, or tuned empirically.

As shown in [4], when data are clean and sampled from independent subspaces, the optimal solution \(Z^*\) of (1) is block-diagonal (ignoring the \(E\) term). That is, for each \(x_i\), only those entries of \(z_i\) which correspond to data points in the same subspace as \(x_i\) have nonzero values. In this way, LRR is able to capture the global structure (i.e., multiple subspaces) of the data. Further, by introducing the error term \(\|E\|_{2,1}\), LRR achieves robust subspace segmentation results despite of corrupted data vectors or outliers. After solving the problem (1), we can define the affinity matrix \(W\) of an undirected graph as \(W = ([Z^*] + [Z^*]^T]) / 2\). Consequently, the undirected graph (called the LRR-graph) also captures the global structure of the data.
However, in real applications, the data is always subject to noises, the subspaces could be dependent, and the data could even lie in nonlinear manifolds. In these cases, the block-diagonal structure of $Z^*$ is often destroyed. To overcome this difficulty and improve the performance of the LRR graph, we next propose a novel method to generalize the LRR model within the SSL framework by taking into account the label information of observed samples.

### B. Semi-Supervised Low-Rank Representation

In this subsection, we incorporate the label information of observed samples into the original LRR framework, and propose a new model called Semi-Supervised Low-Rank Representation (SSLRR). The key idea of SSLRR is to preserve the known global geometric structure of data when solving the LRR problem. Specially, since we still aim to group the samples into one cluster if and only if they lie on the same subspace, the collection of all coefficient vectors $Z = [z_1, z_2, \ldots, z_n]$ should remain low-rank and have a block-diagonal structure as in LRR. As we have some labeled samples, we can directly enforce the coefficients $Z_{ij}$ between two labeled data points from different clusters to be zero. Therefore, the SSLRR model solves the following problem:

$$
\begin{align*}
\min_{Z,E} \quad & \|Z\|_* + \lambda \|E\|_{2,1} \\
\text{s.t.} \quad & X = XZ + E, \\
& Z^T1 = 1, \\
& Z_{ij} = 0, \quad \forall (i,j) \in \Omega,
\end{align*}
$$

where $1$ is an all-one vector, $\Omega$ is the set of edges between two labeled samples from different classes, whereby $(i,j) \in \Omega$ indicates that $x_i$ and $x_j$ are not in the same class. As we can see from (2), similar to LRR, SSLRR also seeks the low-rank representation $Z^*$ among all the data points. Meanwhile, by enforcing $Z_{ij} = 0$, $\forall (i,j) \in \Omega$, it makes use of the label information to help prevent the block-diagonal structure of $Z^*$ from being destroyed in real-world scenarios. By enforcing the sum-to-one constraint on the rows of the weight matrix, we hope to obtain the invariance to translations. The same trick is also used by existing methods, such as the popular Locally Linear Embedding (LLE) [3]. Since the SSLRR problem (2) is convex, it can be efficiently solved by fast first-order optimization methods, as we describe next.

### C. Solving SSLRR via LADMAP

Recently, various methods have been proposed to solve the low-rank and sparse matrix recovery problem. In this paper, we adopt the Linearized Alternating Direction Method with Adaptive Penalty (LADMAP) [48] for its efficiency. LADMAP is a general method for solving convex programs with linear constraints. At each iteration, it first approximates the augmented Lagrangian function by linearizing the quadratic term and adding a proximal term. Then, it minimizes over the approximated function to update variables alternately. To apply LADMAP to our problem, we first define the linear mappings:

$$
A(Z) = \left( \begin{array}{c} \text{vec}(XZ) \\ Z^T1 \\ \mathcal{P}_{\Omega}(Z) \end{array} \right), \quad B(E) = \left( \begin{array}{c} \text{vec}(E) \\ 0 \\ 0 \end{array} \right),
$$

where $\text{vec}(\cdot)$ is the vectorization operator that stacks columns of a matrix into a vector. $\mathcal{P}_{\Omega}(Z)$ is the projection operator that extracts the entries in $Z$ whose indices are in $\Omega$. Then, Eq. (2) can be rewritten as:

$$
\begin{align*}
\min_{Z,E} \quad & \|Z\|_* + \lambda \|E\|_{2,1} \\
\text{s.t.} \quad & A(Z) + B(E) = c.
\end{align*}
$$

Then, applying LADMAP (Algorithm 1 in [48]) to the standard form (3) yields the following updating rules.

**Updating $Z$.** First, we update $Z$ as:

$$
Z_{k+1} = \text{argmin}_Z \|Z\|_* + \frac{\beta_k \eta_A}{2} \|Z - \tilde{Z}_k\|_F^2,
$$

where $k$ is the iteration number, $\tilde{Z}_k = Z_k - A^* (y_k + \beta_k [A(Z_k) + B(E_k) - c]) / (\beta_k \eta_A)$, $\beta_k > 0$ is the penalty parameter, $\eta_A$ is a relaxation parameter that satisfies $\eta_A > \|A\|_2$, in which $\|A\|_2 = \max_{Z \neq 0} \|A(Z)\|_F / \|Z\|_F$ is the operator norm of $A$, and $A^*$ is the adjoint operator of $A$.

Here, we note that $\|A\|_2 \leq \sqrt{\|X\|_2^2 + n + 1}$ and $A^*(w) = X^T \text{mtx}(w_1) + 1w_2^T + \mathcal{P}_{\Omega}^*(w_3)$, where

$$
w = \left( \begin{array}{c} w_1 \\ w_2 \\ w_3 \end{array} \right)
$$

and the lengths of $w_1$, $w_2$, and $w_3$ are $dn$, $n$, and $|\Omega|$, respectively. Additionally, $\text{mtx}(\cdot)$ is the operator that reshapes an $dn \times 1$ vector into a $d \times n$ matrix, $\mathcal{P}_{\Omega}^*(\cdot)$ is the adjoint operator of $\mathcal{P}_{\Omega}(\cdot)$ which maps a $|\Omega| \times 1$ vector to an $n \times n$ matrix by inserting the entries of the vector at places of the matrix whose indices are in $\Omega$. The rest of the entries of the matrix are all zeros. Roughly speaking, mtx and $\mathcal{P}_{\Omega}^*$ can be viewed as the inverse operations of vec and $\mathcal{P}_{\Omega}$, respectively.

Finally, the subproblem (4) has a closed-form solution given by singular value thresholding (SVT) [49]:

$$
Z_{k+1} = \tilde{U}_k \max \left( \Sigma_k - (\beta_k \eta_A)^{-1} I, 0 \right) \tilde{V}_k^T,
$$

where $\tilde{U}_k \Sigma_k \tilde{V}_k^T$ is the singular value decomposition (SVD) of $\tilde{Z}_k$.

**Updating $E$.** Next, we update $E$ as:

$$
E_{k+1} = \text{argmin}_E \lambda \|E\|_{2,1} + \frac{\beta_k \eta_B}{2} \|E - \tilde{E}_k\|_F^2,
$$

where $\tilde{E}_k = E_k - B^* (y_k + \beta_k [A(Z_{k+1}) + B(E_k) - c]) / (\beta_k \eta_B)$, and $\eta_B > 0$ is a relaxation parameter that satisfies $\eta_B > \|B\|_2$, in which $\|B\|_2 = \max_{E \neq 0} \|B(E)\|_F / \|E\|_F$ is the operator norm.
where soft thresholding to update the sparse error matrix $E$ whose total complexity is $O(r_X n^2)$.

In each iteration, SVT is used to update the low-rank matrix $X$.

Initialize $Z_0 = 0$, $E_0 = 0$, $y_0 = 0$, $\beta_0 \in (0, 1)$, $k \leftarrow 0$.

Do:
4. Update $Z$ by (5).
5. Update $E$ by (7).
6. Update $y$ by (8).
7. Update $\beta$ by (9).
8. While $\|A(Z_{k+1}) + B(E_{k+1}) - c\|_2 > \varepsilon_1$ or $\beta_k \max(\sqrt{\|A\|}Z_{k+1} - Z_k\|_F, \sqrt{\|E\|}E_{k+1} - E_k\|)/\|c\|_2 > \varepsilon_2$.

Output: The optimal solution $(Z_{k+1}, E_{k+1})$.

Algorithm 1 LADMAP for Solving the SSLRR Problem

Input: Data matrix $X = [x_1, x_2, \cdots, x_n] \in \mathbb{R}^{d \times n}$, balance parameter $\lambda$, and indices set $\Omega$.

Steps:
1. Set parameters $0 < \varepsilon_1 \ll 1$, $0 < \varepsilon_2 \ll 1$, $\beta_{\text{max}}, \rho_0 \in [1, 1.5], \eta_A = \|X\|_F^2 + n + 1, \eta_E = 1$.
2. Initialize $Z_0 = 0$, $E_0 = 0$, $y_0 = 0$, $\beta_0 \in (0, 1), k \leftarrow 0$.
3. Do:
4. Update $Z$ by (5).
5. Update $E$ by (7).
6. Update $y$ by (8).
7. Update $\beta$ by (9).
8. While $\|A(Z_{k+1}) + B(E_{k+1}) - c\|_2 > \varepsilon_1$ or $\beta_k \max(\sqrt{\|A\|}Z_{k+1} - Z_k\|_F, \sqrt{\|E\|}E_{k+1} - E_k\|)/\|c\|_2 > \varepsilon_2$.

Output: The optimal solution $(Z_{k+1}, E_{k+1})$.

of $B$, and $B^*$ is the adjoint operator of $B$. We note that $\|B\|_2 \leq 1$ and $B^*(w) = \text{mxt}(w_i)$, where $w_1$ is the sub-vector of $w$ consisting of the first $dn$ entries of $w$.

Finally, the subproblem (6) also has a closed form solution [4]. Let $e_{k+1,i}$ and $\hat{e}_{k+1,i}$ be the i-th column of $E_{k+1}$ and $\bar{E}_k$, respectively, we have:

$$e_{k+1,i} = \max (1 - \lambda/(\beta_k \eta_E) \hat{e}_{k,i}, 0) \hat{e}_{k,i}. \quad (7)$$

Updating $y$. Third, the Lagrange multiplier $y$ is updated as:

$$y_{k+1} = y_k + \beta_k [A(Z_{k+1}) + B(E_{k+1}) - c]. \quad (8)$$

Updating $\beta$. Fourth, the penalty $\beta$ is updated adaptively as follows:

$$\beta_{k+1} = \min(\beta_{\text{max}}, \rho \beta_k), \quad (9)$$

where

$$\rho = \begin{cases} \rho_0, & \beta_k \max(\sqrt{\|A\|}Z_{k+1} - Z_k\|_F, \sqrt{\|E\|}E_{k+1} - E_k\|)/\|c\|_2 \leq \varepsilon_2, \\ 1, & \text{otherwise}, \end{cases} \quad (10)$$

where $\rho_0 \geq 1$ is a constant and $0 < \varepsilon_2 \ll 1$ is a threshold.

The algorithm is summarized in Algorithm 1, in which the above iteration stops when the convergence criteria are met. More details about LADMAP can be referenced to [48].

Computational Complexity. Though label information is integrated, our SSLRR model has the same computational cost as the original LRR model. Specially, the computational cost of Algorithm 1 is mainly determined by updating the variables $Z$, $E$, and $y$. For ease of analysis, let $r_X$ be the lowest rank for $X$ we can find with our algorithm, and $k$ denote the number of iterations. Without loss of generality, we assume the sizes of $X$ are $d \times n$ ($d < n$) in the following.

In each iteration, SVT is used to update the low-rank matrix whose total complexity is $O(r_X n^2)$ when we use partial SVD.

Then we compute $XZ_{k+1}$ as $((XU_{k})\sum_{k})V_k^T$ and employ soft thresholding to update the sparse error matrix $E$ with the total complexity of $O(r_X n^2)$. The complexity of updating the Lagrange multiplier $y$ is $O(dn)$. So, the total cost of Algorithm 1 is $O(2kr_X n^2 + dn) = O(kr_X n^2)$.

IV. GRAPH CONSTRUCTION VIA SEMI-SUPERVISED LOW-RANK REPRESENTATION

Given a data matrix $X$, let $G = (V, E)$ be a graph associated with a weight matrix $W = \{w_{ij}\}$, where $V = \{v_i\}_{i=1}^n$ is the node set, $E = \{e_{ij}\}$ is the edge set, and $w_{ij}$ is the weight of edge $e_{ij}$ linking two nodes $v_i$ and $v_j$. The problem of graph construction is to determine the graph weight matrix $W$. In this paper, we are primarily concerned about the estimation of an undirected graph with nonnegative weights.

After solving problem (2), we may obtain the optimal coefficient matrix $Z^*$. Since each data point is represented by all the other samples, $Z^*$ naturally characterizes the relationships among samples. Further, the low rank term of (2) encourages the coefficients of samples coming from the same affine subspace to be highly correlated and fall into the same cluster, so that $Z^*$ captures the global structure (i.e. the subspaces) of the whole data. However, the immediate output of SSLRR is a directed graph (asymmetric similarity between nodes). In order to make use of existing graph-based semi-supervised classification algorithms, a simple symmetrization step is often employed to convert the directed graph to an undirected one:

$$W = (|Z^*| + |Z^*|)/2. \quad (11)$$

However, the above step discards useful information conveyed by the edge directions. To preserve the valuable structural information from directed pairwise relationship between vertices, we adopt the Co-linkage Similarity (CS) [50], which considers a second-order random walk on the directed graph. The key idea is that, if from node $i$, a random walker has a higher probability to reach node $j$, then there is a larger similarity between $i$ and $j$. To this end, [50] defines four types of process, i.e. co-citation, co-reference, passage $(i \rightarrow j)$ and passage $(j \rightarrow i)$ on a directed graph, as shown in Figure 2. Each type defines a similarity between vertex pairs on a directed graph. Thus, the effective similarity between two nodes on the directed graph is given by

$$W = Z^* T Z^* + Z^* T^* Z^* + Z^* Z^* + Z^* T Z^* T^*, \quad (12)$$

where the four terms represent co-citation, co-reference, passage $(i \rightarrow j)$, and passage $(j \rightarrow i)$, respectively. Clearly, the obtained graph weight matrix is symmetrical. Further, in this way we enhance the pairwise relationships between the vertices by taking into account the mutual link reinforcement and make the topological structure more lucid. We refer readers to Section V-C for an empirical comparison of the
Algorithm 2 Graph Construction via SSLRR

**Input:** Data matrix \( X = [x_1, x_2, \cdots, x_n] \in \mathbb{R}^{d \times n} \), balance parameter \( \lambda \).

**Steps:**
1. Normalize all the samples \( \hat{x}_i = x_i/\|x_i\|_2 \) to obtain \( \hat{X} = \{\hat{x}_1, \hat{x}_2, \cdots, \hat{x}_n\} \).
2. Assign the adjacency matrix \( \Omega \) according to the label information of observed samples.
3. Solve the following problem by Algorithm 1:
   \[
   (Z^*, E^*) = \arg \min_{Z,E} \|Z\|_1 + \lambda\|E\|_1, \quad \text{s.t. } \hat{X} = \hat{X}Z + E, 1^T = 1^TZ, \quad Z_{ij} = 0, (i, j) \in \Omega.
   \]
4. Construct the graph weight matrix \( W \) by
   \[
   W = Z^T Z^* + Z^* Z^T + Z^* Z^* + Z^T Z^* T.
   \]

**Output:** The weight matrix \( W \) of SSLRR-graph.

tune the parameters for each unsupervised learning method, and then apply the same parameters to its semi-supervised version. In this way, we make sure that the choices of parameters do not favor our proposed semi-supervised methods.

<table>
<thead>
<tr>
<th>Unsupervised</th>
<th>( \ell_1 )-graph</th>
<th>LRR-graph</th>
<th>NNLRS-graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-Supervised</td>
<td>SSL1-graph</td>
<td>SSLRR-graph</td>
<td>SSNNLRS-graph</td>
</tr>
</tbody>
</table>

**TABLE I:** The six graphs used in our experiments.

A. Manifold Clustering on Synthetic Data

We consider the manifold clustering application by applying standard spectral clustering algorithm to the learned weight matrix \( W \). The experiment is conducted on a series of synthetic data sets which contain Gaussian noises and data corruption. First, we evenly sample 900 noise-free points from three sinusoid manifolds. Then, the sample points are embedded into a 100-dimensional space and occupy the first two dimensions. We further add Gaussian noise with zero mean and variance 0.01 in all the 100 dimensions. Finally, we randomly select 10% of the samples and corrupt each sample with a much higher Gaussian noise with zero mean and variance 0.3\( \|x\|_2 \), where \( \|x\|_2 \) is the \( \ell_2 \)-norm of the sample. One example of the noisy data is shown in Figure 3.

![Fig. 3: An example of 900 points sampled in \( \mathbb{R}^2 \) and embedded in 100-D space with added noise and corruption.](image-url)

Note that each semi-supervised graph learning method shares the same parameter as its corresponding unsupervised version. Specifically, for \( \ell_1 \)-graph and SSL1-graph, as well as LRR-graph and SSLRR-graph, one needs to choose the weight \( \lambda \) for the error term. For NNLRS-graph and SSNNLRS-graph, the parameters for the two error terms, \( \beta \) and \( \lambda \), need to be determined. Compared to the unsupervised method, the only difference in the semi-supervised version is the additional constraint on the label information. Therefore, to better study the benefits of considering the label information in the graph learning stage, we decide to use the same parameter values for both methods in each experiment, and tune the parameters according to each dataset. Further, for fair comparison, we first

\footnote{Though there are other self-presentation methods (such as \([13, 15]\)), most of them are derived from \( \ell_1 \)-graph and LRR-graph. Therefore, we choose \( \ell_1 \)-graph, LRR-graph and NNLRS-graph as our reference methods.}
suggesting that the label information can indeed improve the performance of self-representation graph learning methods.

**Sensitivity to the percentage of labeled samples.** To further evaluate the influence of label information, we vary the percentage of labeled samples from 10% to 60% for both LRR-graph and SSLRR-graph. As shown in Figure 5, SSLRR-graph consistently outperforms LRR-graph. In addition, the segmentation accuracy of SSLRR-graph increases steadily as the percentage of labeled samples increases, resulting in a larger performance gap between these two methods. This suggests that adding more label information can help better preserve the underlying global data structures while we construct the graph. In Figure 1, we further visualize the graph weight matrix obtained by the LRR-graph and the SSLRR-graph. As one can see, with the increase of the percentage of labeled samples, block-diagonal structure of the constructed graph becomes more evident.

![Clustering results on the synthetic data](image)

**Fig. 4:** Clustering results on the synthetic data.

![Clustering results on the synthetic data with the sensitivity to the percentage of labeled samples.](image)

**Fig. 5:** Clustering results on the synthetic data with the variation of labeled percentage.

**B. Semi-supervised Classification on Real Image Datasets**

Besides synthetic data, we also evaluate our proposed semi-supervised graph-learning methods in applications including face recognition, handwritten digit recognition, and object recognition under the transductive learning setting. We adopt the popular **Local and Global Consistency** (LGC) [2] as the classification framework. Specifically, LGC builds upon an undirected graph, and utilizes the graph and known labels to recovery a continuous classification function \( F \in \mathbb{R}^{|V| \times c} \) by optimizing the following energy function:

\[
\min_{F \in \mathbb{R}^{|V| \times c}} \text{tr}\{F^T L_W F + \mu (F - Y)^T (F - Y)\},
\]

where \( c \) is the number of classes, \( Y \in \mathbb{R}^{|V| \times c} \) is the label matrix, in which \( Y_{ij} = 1 \) if sample \( x_i \) is associated with label \( j \) for \( j \in \{1, 2, \cdots, c\} \), and \( Y_{ij} = 0 \) otherwise. \( L_W \) is the normalized graph Laplacian \( L_W = D^{-1/2}(D - W)D^{-1/2} \), in which \( D \) is a diagonal matrix with \( D_{jj} = \sum_i W_{ij} \). The weight \( \mu \in [0, \infty) \) balances the local fitting and the global smoothness of the function \( F \). As suggested in [2], we fix \( \mu = 0.01 \) in all the experiments.

1) **Evaluation on Face Recognition:** We investigate the performance of our semi-supervised graph learning for face recognition on two well-known public face datasets: YaleB and CMU PIE. In the literature, both datasets have been frequently used to evaluate the performance of semi-supervised learning methods. The YaleB face database consists of 38 individuals, and each subject has around 64 near frontal images under different illuminations. We use the cropped images of first 15 individuals for our experiment, and resize them to 32 \( \times \) 32 pixels. The PIE face database contains 68 people, each person under 13 different poses, 43 different illumination conditions and with 4 different expressions. In our experiments, we only use the frontal images with neural expression of the first 20 individual. The images are cropped using affine transformations based on locations of the eyes and nose, and resize them to 100 \( \times \) 100 pixels. Sample images from these two face datasets are shown in Figure 6. Empirically, we have found that images of each subject in YaleB and PIE has a roughly linear subspace structure.

![PIE face images](image)

**Fig. 6:** Sample images in the PIE and YaleB datasets.

![YaleB face images](image)
In Figure 7 and Figure 8, we report the classification accuracy based on six different graph learning methods on YaleB and PIE datasets. The percentage of the labeled samples varies from 10% to 60%. As expected, in most cases, the classification error rates for all methods decrease with the increase of the percentage of labeled samples. More importantly, in all cases, the semi-supervised graph learning methods outperform their unsupervised counterparts. For example, by incorporating the labels of 10% data samples in YaleB into the $\ell_1$-graph, the classification error rate is reduced from 31.2% to 13.2%. This demonstrates the importance of incorporating label information in graph construction.

2) Evaluation on Handwritten Digit Recognition: In this experiment, we address the handwritten digit recognition problem on the USPS dataset. The dataset contains normalized grey scale images of size $16 \times 16$, divided into a training set of 7291 images and a test set of 2007 images. Following the setting of previous works, we only use the images of digits 1, 2, 3, and 4 as the four classes, which have 1296, 926, 824 and 852 samples, respectively. Some sample images from USPS digit dataset are shown in Figure 9.

Figure 10 shows the recognition error rates of all the six methods on the USPS dataset. As we can see, the proposed semi-supervised graph learning methods consistently outperform the unsupervised versions. Moreover, as the percentage of labeled samples increases, the classification error rates for SSL1-graph, SSLRR-graph, and SSNNLRR-graph decreases monotonically. This suggests that labeled samples help recover the underlying data structure of the learned graphs. In Figure 11, we further compare the weight matrices obtained by the LRR-graph and SSLRR-graph on USPS dataset. We can see that, with the increase of the number of labeled samples, the block-diagonal structure of the graphs is indeed better preserved.

3) Evaluation on Visual Object Recognition: We verify the importance of label information for graph learning for nonlinear manifolds by conducting visual object recognition experiments on the COIL20 dataset. The dataset contains 20 objects. The images of each object were taken 5 degrees apart as the object is rotated on a turntable, resulting in 72 images for each object. The size of the grayscale image is $32 \times 32$ pixels. Figure 12 shows some sample images in the COIL20 dataset. We have empirically found that data samples in the COIL20 dataset lie on non-linear manifolds. This makes the graph learning and classification tasks more challenging, because most self-representation methods (such as $\ell_1$-graph, LRR-graph, NLRR-graph) are based on linear models.

Figure 13 reports the classification results of the six graph learning methods. As we can see, as the percentage of labeled samples increases, the classification error rates for our semi-
supervised learning methods decrease. Further, they significantly outperform their corresponding unsupervised versions. For example, the error rate for LRR-graph on the COIL20 dataset with 60% labeled samples is 9.10%, whereas the error rate for SSLRR-graph is only 2.68%. This again demonstrates the importance of the incorporating label information in graph learning. By enforcing the weights between points from different categories to be zero, we can preserve part of the global data structure.

C. Influence of the Graph Construction Methods

In this subsection, we evaluate the influence of Co-linkage Similarity (CS) [50] on the graph construction. Taking SSLRR-graph as example, we use the classic method (i.e., Eq. (11)) and the Co-linkage Similarity (i.e., Eq. (12)) to symmetrize the directed graph, and obtain SSLRR-graph\textsubscript{classic} and SSLRR-graph\textsubscript{CS}, respectively. We evaluate SSLRR-graph\textsubscript{classic} and SSLRR-graph\textsubscript{CS} under the same settings on both the USPS dataset and the PIE dataset. The classification error rate on these two datasets are shown in Figure 14. As we can see that, the Co-linkage Similarity does improve the performance of SSLRR-graph, especially when the percentage of labeled samples is small. Generally, as the
VI. CONCLUSION

In this paper, we propose a new graph learning framework, which is able to obtain highly informative graphs for graph-based SSL methods. Different from existing graph learning methods, our method explicitly takes advantage of label information in both the graph learning and label propagation stages. In particular, by restricting the coefficient between any two labeled samples from different classes to be zero, our method seamlessly incorporates the label information of the data samples into any self-representation methods (e.g., $\ell_1$-graph, LRR-graph, and NNLRR-graph), and keep the same computational cost. As a result, the new graphs can better capture the global geometric structure of the data, therefore is more informative and discriminative, especially when the data is subject to noise, the subspaces are not independent, or the data points lie in nonlinear manifolds. Experiment results on both synthetic and real datasets demonstrate that the label information indeed helps preserve the block-diagonal structure of the coefficient matrices, and significantly improves the performance of existing graph learning methods.

As for future work, we plan to further investigate efficient algorithms for constructing large-scale SSLRR-graphs. Also, current methods conduct label propagation for classification after graph construction. It is interesting to develop principled method to solve the graph construction and label propagation problems at the same time.
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